Zatgcznik nr 1

Opis wymagan dotyczacy realizacji ustugi Security Operations
Center w zakresie cyberbezpieczeinstwa wraz z oprogramowaniem
w modelu ustugowym

1 Wymagania na ustuge Centrum Monitorowania Bezpieczenstwa (SOC)
1.1 Monitoring

1.1.12 W ramach monitoringu Oferent zobowigzuje sie do Swiadczenia ustugi | Linii
SOC przez wszystkie dni w roku 24 godziny na dobe w zakresie:
a. biezgcego monitorowania zdarzen i incydentow pojawiajgcych sie w
systemie SIEM Zamawiajgcego,
b. wstepnej analizy incydentow zgodnie z ustalonymi procedurami i
scenariuszami,
analizy incydentow pod wzgledem wystgpienia tzw. false-positive,
zebranie i usystematyzowanie materiatu dotyczgcego incydentu,
ustalenie poziomu incydentu (triage),
wystawianie zgtoszenia w systemie obstugi zgtoszeh oraz
informowanie dodatkowym kanatem informacji w przypadku
wystgpienia krytycznych incydentow,
g. samodzielnej obstugi incydentow o niskim priorytecie.
2. Zapewni¢ czas reakcji na zdarzenia wynikajgce z ustalonych regut
korelacyjnych na poziomie 60 min
3. Realizowaé wsparcia w optymalizacji i parametryzacje regut SIEM w oparciu
o pozyskane informacje o zagrozeniach.
4. Realizowac okresowe (miesieczne) raportowanie dot. realizacji ustugi.
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1.2 Zarzadzanie Incydentami:

1.2.1 Wykonawca bedzie realizowat ustuge Zarzadzania Incydentami przez
wszystkie dni w roku 24 godziny na dobe w zakresie:

a) Reakcji na incydent.
b) Analizy wykrytych incydentow.

1.2.2 Oferent zapewni Czas reakcji analitykow na incydent, rozumiany jako czas od
momentu powziecie przez Operatorow | linii SOC decyzji o koniecznosci
przekazania obstugi Incydentu Bezpieczenstwa do Il linii do momentu
faktycznego podjecie obstugi incydentu przez Analityka Il linii:

a) w godzinach roboczych: 60 min
b) poza godzinami roboczymi: 60 min

1.2.3 Analize pozostatych logéw pod katem:

a) wykrycia anomalii, ktére nie wpadly w monitorowane reguty
korelacyjne,
b) proponowania nowych regut korelacyjnych poszerzajgcych obszar
monitorowania przez | linie SOC.



1.2.4 Optymalizacje uruchomionych regut korelacyjnych, w tym wystepujgcych False
Positive.

1.2.5 Proponowanie nowych rozwigzan bezpieczenstwa, systeméw, ustug w celu
powiekszania obszaru bezpieczenstwa Zamawiajgcego.

1.2.6 Okresowe raportowanie dot. wystepujgcych incydentow w infrastrukturze
klienta, trendéw, pojawiajgcych sie zagrozen w Internecie.

2 W ramach ustugi SOC zapewnione bedzie:

2.1 Skanowanie podatnosci infrastruktury wg ustalonego harmonogramu (nie
rzadziej niz 4 razy do roku) zakonczone raportem wskazujgcym dziatania dla
usuniecia wykrytych podatnosci

2.2 Specjalistyczne wsparcie inzynierskie w wyprowadzaniu incydentu - minimum
do 6 godzin miesiecznie (w tym nie wiecej niz 3 godziny on-site)

2.3 Specjalistyczne wsparcie w remediacji wykrytych podatnosci — minimum 3
godziny kwartalnie

2.4 Wykonanie przedwdrozeniowego audytu polityk bezpieczenstwa zakornczonego
raportem.

3 Wymagania do systemu SIEM

3.1 Rozwigzanie SIEM musi zapewnia¢ skalowalng architekture spetniajgca
nastepujgce wymagania:

a.

wszystkie urzgdzenia odpowiedzialne za zbieranie informaciji (kolektory),
mogg byC¢ dostarczone tylko w postaci rozwigzan wirtualnych lub
platformach sprzetowych pochodzgcych od tego samego producenta
kolektory muszg mie¢ mozliwos¢ buforowania otrzymanych informaciji.
System musi mie¢ mozliwos¢ definiowania rozmiaru tego bufora oraz
monitorowania jego zajetosci

system SIEM musi mie¢ mozliwos¢ ograniczenia ilosci zdarzen
przesytanych ze zrodet do poszczegolnych kolektorow

dane przesytane do systemu SIEM muszg podlega¢ kompresji na
poziomie odbierania ich przez kolektory

komunikacja pomiedzy modutami wchodzgcymi w sktad systemu SIEM,
musi odbywacé sie z wykorzystaniem szyfrowanego protokotu HTTPS.

z poziomu warstwy zarzgdzajgcej, kolektory majg mie¢ mozliwos¢
aktualizacji wersji swojego oprogramowania

rozwigzanie SIEM ma posiada¢é mozliwos¢ aktualizacji online dla
parserdéw, regut, raportow oraz typdw wspieranych urzgdzen, niezaleznej
od oprogramowania systemowego (OS)

3.2 Warstwa przechowywania i korelacji danych ma spetnia¢ nastepujgce
wymagania:

h.

implementacja ma by¢ zrealizowana w oparciu 0 rozwigzania wirtualne
lub platformy sprzetowe pochodzgce od tego samego producenta



rozwigzanie ma wspiera¢ nie mniej niz ponizej wymienione $srodowiska
wirtualizacyjne:

i. VMWare

ii. Hyper-V

iil. KVM

iv. AWS

v. Azure
system SIEM musi mie¢ mozliwos¢ skalowania wertykalnego oraz
horyzontalnego poprzez dodawanie kolejnych analogicznych modutéw
lub rozbudowe podzespotow maszyn wirtualnych. W przypadku
srodowiska wirtualnego, zwiekszenie parametrow maszyn lub dodanie
nowych modutow, nie moze wptywac na koszty licencji produktu
. system SIEM musi by¢ wolny od wszelkich ograniczen licencyjnych
dotyczacych liczby lub wielkosci zdarzen i danych, ktére przechowuije.
Jedyng dopuszczalng barierg w kontekscie przechowywanych danych
moze by¢ pojemnosc¢ dysku twardego.
system SIEM nie moze posiadac ograniczen licencyjnych zwigzanych z
rozmiarem gromadzonych danych w jednostce czasu. Przyktadowo nie
moze by¢ limitowana licencyjnie ilos¢ bajtow danych w jednostce czasu
(KB, GB, etc.)
. system SIEM powinien by¢ zdolny do przechowywania zgromadzonych
danych zaréwno w ich oryginalnej, nieprzetworzonej formie (logi zdarzen
surowych) jak i w formie danych przetworzonych (logi zdarzen
sparsowanych/danych znormalizowanych)
. zebrane dane muszg by¢ przechowywane w sposéb skompresowany
. system musi mie¢ mozliwos¢ anonimizacji zebranych danych w zakresie
nie mniejszym niz: adresy IP, nazwy hostow, adresy email, nazwy
uzytkownikow.
. system SIEM nie moze wykorzystywac¢ klasycznej relacyjnej bazy
danych (w tym, nie mniej niz: MS SQL, Postgresql, MySQL, Oracle, itp.)
celem gromadzenia i przechowywania danych zwigzanych ze
zbieranymi zdarzeniami
. klasyczne relacyjne bazy danych mogg by¢ wykorzystywane jedynie do
przechowywania szablonéw, zdarzen i innych ustrukturyzowanych
informacji
maszyny wirtualne systemu SIEM majg dziata¢ w oparciu o system
Unix/Linux lub Windows, ktéory ma mie¢ mozliwos¢ aktualizaciji.
Aktualizacje zaréwno rozwigzania SIEM jak i bazowego systemu
operacyjnego muszg by¢ dostarczane przez producenta rozwigzania w
wygodnej formie pliku aktualizacyjnego



3.3

3.4

3.5

3.6

3.7

3.8

3.9

3.10

Rozwigzanie SIEM musi mie¢ mozliwo$¢ zbierania danych z monitorowanych
urzagdzen, rowniez innych niz logi, co ma by¢ osiggalne poprzez aktywne
wykrywanie urzgdzeh wewnagtrz sieci bez wykorzystania dodatkowego
oprogramowania typu agent oraz wsparcie dla takich metod pobierania zdarzen
jak:

a. SNMP

b. Syslog

c. Windows Management Instrumentation (WMI) i Open Management
Infrastructure (OMI)

Microsoft RPC

JDBC lub ODBC

VM SDK

JMX

Telnet

SSH

NetFlow

HTTPS

l. IMAP

m. IMAP over SSL

n. POP3

0. import z pliku CSV

p. REST API
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Wymaga sie, aby kolektory danych systemu SIEM umozliwiaty eliminacje danych
uznanych za nieistotne lub zbedne. Ta funkcjonalnos¢ nie powinna wptywac¢ na
sposo6b licencjonowania systemu

Musi istnie¢ mozliwos¢ samodzielnej modyfikacji i poprawiania wszystkich
parseréow

Tworzenie wiasnych parseréw musi byé w catosci mozliwe z wykorzystaniem
interfejsu graficznego (GUI) bez uzycia linii komend (CLI)

Tworzenie nowych atrybutéw (sparsowanych zmiennych), urzgdzen oraz
rodzajéow zdarzen (events) musi by¢ w catosci mozliwe z wykorzystaniem
interfejsu graficznego (GUI) bez uzycia linii komend (CLI)

System SIEM musi by¢ w stanie obstuzy¢ minimum 5000 EPS (events per
secons) oraz umozliwia¢é monitorowanie pod katem bezpieczehstwa 1000
zasobow IT, w tym kluczowych stacji roboczych i serwerow.

Rozwigzanie SIEM musi mie¢ mozliwo$¢ zbierania zdarzeh (event) z systeméw
Windows oraz Linux w oparciu aplikacje typu agent lub z wykorzystaniem
natywnego narzedzia rsyslog

Rozwigzanie SIEM musi wspiera¢ obstuge aplikacji typu agent na systemy
Windows (Windows Agent), ktére posiadajg nie mniej niz nastepujgce
mozliwosci:
a. mozliwos¢ zbierania logéw z plikow tekstowych na urzgdzeniach z
zainstalowanym systemem z rodziny Windows
b. mozliwosc¢ zbierania logéw dotyczacych zdarzen rodzajéw innych niz:
Security, System, Application



c. agent instalowany na systemach 2z rodziny Windows musi
komunikowaé sie z poszczegdlnymi komponentami rozwigzania
SIEM w sposéb zaszyfrowany z wykorzystaniem protokotu HTTPS

d. musi istnie¢ mozliwos¢ monitorowania stanu agentéow w konsoli
zarzgdzajgcej systemu

e. agent Windows musi mie¢ mozliwos¢ buforowania zbieranych
zdarzen w wypadku utraty komunikacji z pozostatymi elementami
klastra SIEM.

3.11 System SIEM musi mie¢ mozliwos¢ realizacji funkcjonalnosci UEBA (User Entity
Behaviour Analysis). Metadane lub logi dotyczgce funkcji UEBA nie mogg
podlegac licencjonowaniu ze wzgledu na EPS lub rozmiar.

3.12 System musi posiada¢c co najmniej 500 gotowych regut korelacyjnych
wprowadzonych przez producenta.

3.13 Aktualizacja regut korelacyjnych przygotowywanych przez producenta musi byé
wykonywana gotowym i wygodnym mechanizmem w interfejsie graficznym.
Obowigzkowe jest oddzielenie tego typu aktualizacji od aktualizacji systemu

3.14 System SIEM musi zapewnia¢ wsparcie dla zarzgdzania w oparciu o role (Role
Based Administration) celem ograniczania dostepu do danych oraz do GUI

3.15 System SIEM musi by¢ w stanie wykry¢ ustugi Active Directory oraz LDAP oraz
wyswietla¢ informacje o strukturze katalogowej drzewa w GUI

3.16 Musi istnie¢C mozliwos¢ wykorzystania struktury katalogowej drzewa LDAP jako
warunku podczas tworzenia raportéw i w ramach pozostatych mechanizmow
analitycznych

3.17 Muszg by¢ wspierane zewnetrzne metody uwierzytelniania uzytkownikow SIEM,
nie mniej niz:
a. Active Directory lub LDAP
b. RADIUS
c. SAML

3.18 Musi istnie¢ integracja z zewnetrznymi bazami o zagrozeniach (Threat
Inteligence Feeds - TI):
a. wsparcie dla plikbw CSV musi by¢ wykonywalne z wykorzystaniem
interfejsu graficznego GUI
b. definicje w ramach integracji muszg zawiera¢ nie mniej niz:
i. adresy IP
ii. domeny
iii. sumy kontrolne (hash)
iv. adresy URL
Cc. wymagane jest, aby kazda z zewnetrznych baz zagrozen byta w stanie
wesprzec¢ do 50 tysiecy wpisow
d. wraz z systemem SIEM musi by¢ wspierany, juz zintegrowany, zestaw
baz zagrozen niekomercyjnych (open source)
e. system SIEM musi mie¢ mozliwos¢ korelacji informaciji z baz zagrozen z
danymi otrzymywanymi w czasie rzeczywistym.



f. system SIEM musi mie¢ mozliwos¢ korelacji informacji z baz zagrozen z
danymi historycznymi

g. system musi mie¢ mozliwos¢ odpytywania (recznego lub
automatycznego) zewnetrznych zrodet reputacji takich jak np.VirusTotal,
w tym réwniez pochodzgcych od producenta samego systemu SIEM

h. system musi mie¢ mozliwos¢ wizualizacji informacji w oparciu o
kategorie MITRE ATT&CK dla wbudowanych regut. Reguty dostarczone
przez producenta muszg by¢ skatalogowane wedtug wspomnianej
nomenklatury jak rowniez skatalogowane muszg by¢ generowane przez
nie alarmy. llos¢ regut wskazujgcych na taktyki MITRE ma wynosic nie
mniej niz 300.

3.19 System SIEM musi pozwalaé na eksportowanie i importowanie pulpitow
administracyjnych (dashboards), raportéw oraz regut w formacie XML

3.20 Dane w ramach pulpitow administracyjnych muszg pozwala¢ na nastepujgce
formy prezentaciji:

Bar

Pie

Line

Table

Combination (line and table view)
Treemap

Single values

Gauges

Geographical Map
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3.21 Notyfikacje oraz zarzgdzanie incydentami, system SIEM musi:

a.

b.

posiadaC narzedzia pozwalajgce na samodzielne tworzenie polityk
informujgcych o incydentach

posiada¢ mozliwos¢ uruchamiania skryptow w odpowiedzi na wybrane
incydenty

mozliwos¢ uruchamiania skryptow w odpowiedzi na wybrane incydenty musi
by¢ mozliwa w oparciu o role z podziatem na uzytkownikdéw majgcych petne
prawa do uruchamiania skryptow i na uzytkownikéw zgtaszajgcych zgdanie
uruchomienia skryptu, ktére to zgdanie musi by¢ zatwierdzone przez
uzytkownika nadrzednego

. posiada¢ mozliwosc¢ integracji w oparciu o API| z zewnetrznymi systemami

do obstugi zgtoszen (ticketing systems) takimi jak ServiceNow,
ConnectWise oraz Remedy

mie¢ mozliwos¢ integracji z innymi systemami do obstugi zgtoszen poprzez
API (ticketing system)

mie¢ wbudowany mechanizm obstugi zgtoszen (ticketing system) niezalezny
od obstugi alarméw/incydentéw

3.22 Analityka.

System SIEM musi mie¢ mozliwosc:
a. wyszukiwania zdarzen (events) w trybie biezgcym oraz historycznym
b. wyszukiwania w oparciu o stowa kluczowe oraz w oparciu o sparsowane

atrybuty zdarzeh wzgledem analizowanych danych



. wyszukiwania historycznego z zastosowaniem kwerend zagniezdzonych, ze
wsparciem dla filtrowania typu Boolean, grupowaniem w oparciu o
agregacje danych, filtry czasowe, wyrazenia regularne, wyrazenia
matematyczne.
. wyszukiwania w oparciu 0 niemniej niz nastepujgce operatory: include =,!=,
<,>, IS NULL, IS NOT NULL, contains, not contains, contains regex, not
contains regex
. wykorzystania mechanizmow Machine Learning w oparciu o zgromadzone
zdarzenia
. tworzenia harmonogramu raportow i dostarczania ich pocztg elektroniczng
. mozliwosci eksportowania raportéw do formatéw CSV, PDF
. wyszukiwania zdarzen poprzez pryzmat catej organizacji lub tez w ujeciu
fizycznego lub logicznego obszaru raportujgcego
wykorzystania dynamicznych list pozwalajgcych na obserwacje zrodet
generujgcych zdarzenia krytyczne, wraz z mozliwoscig wykorzystania
tychze list w dowolnej regule raportujgce;j
automatycznego korelowania uzytkownika z jego lokalizacjg i adresem IP:
v. musi istnie¢ mozliwos¢ wzbogacania zdarzen (events) przy
ktérych dane uzytkownika pozbawione sg informaciji o adresie IP
vi. wykorzystanie funkcjonalnosci lokalizacji adresu IP (Geo IP) w
oparciu o baze pochodzacg od tego samego producenta
vii. Musi istnie¢ mozliwosc¢ tgczenia réznych kont takich jak login w
active directory, adres e-mail, nazwa konta w ustugach
chmurowych dla jednego uzytkownika w ramach funkcji tzw.
aliasu.



3.23

3.24

3.25

3.26
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3.27

3.28

3.29

3.30

3.31

Powinna istnie¢ mozliwos¢ wykorzystania zewnetrznych silnikbw sztucznej
inteligencji, np. OpenAl/ChatGPT-4 lub odpowiednika do prowadzenia dialogu
operatora z systemem.

Dla danych przechowywanych na dysku lokalnym lub udziale NFS system SIEM
musi pozwala¢ na realizowane w oparciu o polityki archiwizowanie danych do
innego udziatu, takiego jak np. NFS

Integralnos¢ danych zapisywanych na dysku lokalnym lub udziale NFS
zwigzanych ze zdarzeniami musi by¢ weryfikowalna z wykorzystaniem GUI w
oparciu o przeliczenie sum kontrolnych, ktore obliczane byly w momencie
zapisywania danych o zdarzeniach na dysk systemu SIEM.

Rozwigzanie musi zapewniaC elastyczng i skalowalng architekture, ktorej
rozbudowa nie bedzie wymagata zakupu dodatkowych licencji, zapewniajgc tym
samym mozliwo$¢ wydzielania nastepujgcych warstw funkcjonalnych zwanych
dalej kolektorami, do instalacji na osobnych serwerach bagdZz maszynach
wirtualnych:

kolektor parsujacy;

kolektor logow;

kolektor korelacyjny;

kolektor zdarzen,;

kolektor sztucznej inteligencij;

kolektor reakcyjny;

: kolektor kontrolujgcy.

Kolektor parsujgcy powinien by¢ odpowiedzialny za odbieranie i parsowanie
logéw a nastepnie ich przesytanie zaréwno postaci surowej jak i sparsowanej do
odpowiednich kolektorow logow, zgodnie z regutami ich przekierowania
zdefiniowanymi w jednym miejscu dla wszystkich kolektorow w interfejsie
graficznym. Pojedynczy kolektor parsujgcy musi zapewnia¢ wydajnosé¢ co
najmniej 20 tysiecy zdarzen na sekunde w trybie ciggtym oraz posiada¢ bufor do
obstugi nattoku w rozmiarze miliona zdarzen.

Kolektor logow powinien by¢ odpowiedzialny za przechowywanie logéw zaréwno
w postaci surowej jak i sparsowanej oraz przechowywac pliki indeksow. Logi
muszg byC przechowywane w postaci skompresowanej oraz kolektor musi
zapewni¢ mechanizmy zabezpieczajgce je przed nieautoryzowang modyfikacjg
(np.: Certyfikat cyfrowy czy funkcja skrotu). Pojedynczy kolektor logéw powinien
mie¢ wydajnos$¢ co najmniej 10 tys. zdarzen na sekunde (EPS) w trybie ciggtym
oraz posiadaé bufor do obstugi nattoku w rozmiarze miliona zdarzen.

Kolektor korelujgcy powinien umozliwiaC korelacje logéw oraz ich agregacje
zgodnie z regutami korelacyjnymi zdefiniowanymi w jednym miejscu dla
wszystkich kolektorow w interfejsie graficznym.

Kolektor zdarzen powinien umozliwia¢ sktadowanie zdarzen stanowigcych wyniki
korelacji oraz umozliwia¢ ponowne wykorzystanie tych zdarzeh w kolejnych
regutach umozliwiajgc tym korelacje zaleznosci pomiedzy nimi. Zdarzenia muszg
by¢é przechowywane w postaci skompresowanej oraz kolektor musi zapewnic¢
mechanizmy zabezpieczajgce je przed nieautoryzowang modyfikacjg (np.:
Certyfikat cyfrowy czy funkcja skrétu).

Kolektor sztucznej inteligencji powinien zawiera¢ wiedze pozyskang ze
Srodowiska, obejmujgcg zaréwno linie trendu zachowania uzytkownikéw oraz
zasobdw obejmujgce mechanizmy uczenia maszynowego jak i algorytmy
sztucznej inteligencji pozwalajgce na wypracowanie nowej wiedzy wynikajacej z
korelacji wynikow wiedzy wypracowanej poprzez inne metody.



3.32 Kolektor reakcyjny musi umozliwiaé automatyczng reakcje na wykryte
zagrozenia, ktora nie bedzie wymagata zadnej interakcji ze strony uzytkownika,
chyba ze taka bedzie dodatkowo zdefiniowana. W celu automatyzacji reakc;ji
musi posiadac¢ funkcjonalnos$¢ systemu PAM lub by¢ z nim dostarczony w celu
przechowywania danych uwierzytelniajgcych oraz kluczy API potrzebnych do
automatyzacji reakciji.

3.33 Architektura rozwigzania musi w petni wspieraé konfiguracje niezawodnosciowa,
zapewniajgcg zaréwno petng redundancje w zakresie, odbierania logow i ich
przechowywania, korelacji oraz reakcji na zagrozenia jak i mozliwosc
zastosowania konfiguracji o ograniczonej redundancji do najwazniejszych dla
zamawiajgcego zrédet danych.

3.34 Konfiguracja niezawodnosciowa musi wspiera¢ mozliwos¢ zastosowania stosu
kolektoréw zastepczych ktore zostang uruchomione w przypadku awarii stosu
podstawowego, przy czym wszystkie one musze byC¢ zarzgdzane centralnie z
poziomu tej samej konsoli co kolektory podstawowe.

3.35 Kolektory muszg mie¢ zapewnione mechanizmy automatycznej aktualizacji
zarbwno w zakresie parserow czy regut Kkorelacyjnych jak i wers;ji
oprogramowania, przy czym aktualizacja musi odbywa¢ sie z poziomu
centralnego systemu zarzgdzania.

3.36 Rozwigzanie musi zapewni¢ konsole do aktualizacji pozwalajgcg na wybor
dodatkowych pakietéw regut czy parseréw udostepnianych w ramach aktywnego
wsparcia producenta w formie ustugi, kazda aktualizacja musi wspierac
mechanizm wersjonowania pozwalajgcy zaréwno aktualizacje jaki i przywracanie
poprzednich wersji regut i parserow.

3.37 Rozwigzanie musi mie¢ mozliwos$¢ skalowania sie poprzez dodawanie kolejnych
maszyn wirtualnych lub maszyn fizycznych z nowymi typami kolektoréw, przy
czym dodawanie nowych komponentdw nie moze wigzac sie z koniecznoscig
zakupu nowej licencji, ani posiadac ograniczen licencyjnych zwigzanych z iloscig
lub rozmiarem przechowywanych zdarzen i/lub danych. Jedynym ograniczeniem
w tym zakresie (dotyczacym przechowywanych danych) moze by¢ rozmiar
przestrzeni dyskowe;.

3.38 Skalowanie przez dodawanie nowych kolektorow musi zwieksza¢ wydajnosé
rozwigzania zgodnie z wartoSciami zadeklarowanymi przez producenta,
przyktadowo dwa kolektory logow muszg zapewni¢ dwukrotng wydajnosc
rozwigzania czyli minimum 20 ty$ zdarzen na sekunde (EPS). Przy czym cate
rozwigzanie nie moze ograniczac ilos¢ zastosowanych kolektoréow.

3.39 Rozwigzanie nie moze posiadaC ograniczen licencyjnych zwigzanych z
rozmiarem gromadzonych danych w jednostce czasu. Przyktadowo nie moze by¢
limitowana licencyjnie ilos¢ bajtow danych w jednostce czasu (KB, GB, etc.)

3.40 Poszczegolne kolektory zdarzen oraz logéw muszg zapewnia¢ przechowywanie
danych zaréwno na maszynach wirtualnych jak i na dyskach sieciowych.

3.41 Kolektor logow musi mie¢ mozliwosc sktadowania zbieranych danych zaréwno w
formie surowej (raw event log) jak i w formie sparsowanych danych (parsed event
log)/danych znormalizowanych.

3.42 Producent oferowanego systemu musi utrzymywaé publicznie dostepng
dokumentacje.

3.43 Producent oferowanego systemu musi wspieraC integracje z przynajmniej
jednym rozwigzaniem typu SOAR, gdzie mozliwe musi by¢ co najmniej:

a. uruchamianie procedur wykonawczych SOAR (tzw. Playbook) z poziomu
SIEM



b. wykonywanie operacji na systemach zintegrowanych z SOAR, np. pobranie
listy zablokowanych adresow IP na firewall, dodanie do blokady adresu URL,
zweryfikowanie reputacji IOC w serwisie internetowym.

3.44 Dla systemu SIEM muszg by¢ dostepne certyfikowane szkolenia w tym poprzez
portal producenta.

3.45 Dostarczone rozwigzanie nie moze dziata¢ w oparciu o oprogramowanie otwarte
(ang: open source) w nastepujgcym zakresie funkcjonalnym: sktadowanie,
parsowanie, korelacja logdw, algorytmy uczenia maszynowego, analiza
zachowania uzytkownikow i zasobdéw. Zamawiajgcy nie zaakceptuje systemu,
ktéry wykorzystuje mechanizmy typu open source np.: Elastic Search, OSSIM,
Snort, AlienVault itd. lub zostat stworzony przez modyfikacje oprogramowania
otwartego.

3.46 W zwigzku z tym, ze obstuga systemu ma objg¢ takze uzytkownikow
niepostugujgcych sie biegle jezykiem angielskim, interfejs uzytkownika musi
umozliwia¢ obstuge w jezyku polskim lub posiadaé mozliwo$¢é wgrania plikéw
jezykowych ttumaczacych interfejs na jezyk polski. Pliki tumaczgce interfejs na
jezyk polski muszg zosta¢ wgrane w trakcie wdrozenia systemu, przed jego
zakonczeniem.

3.47 System ma gwarantowaé mozliwo$¢ elastycznej, bezkosztowej rozbudowy o
kolejne zrodta logow.

3.48 Funkcjonowanie rozwigzania musi umozliwia¢ konfiguracje ,on-premise”, w
ktérej wszystkie funkcjonalnosci oraz przetwarzanie danych bedzie sie odbywaé
catkowicie w infrastrukturze zamawiajgcego, zapewniajgc tym samym mozliwos$¢é
konfiguracji systemu w strefie odseparowanej od sieci Internet.

3.49 W ramach systemu SIEM Oferent zobowigzuje sie do zapewnienia licencji dla
maksymalnie 200 obiektow bedgcych zrédtem powstania logdéw, okreslonych na
etapie wdrozenia.

4 Wymagania dla ustugi EDR

Zamawiajgcy dysponuje systemem klasy EDR ESET na 350 stanowisk.

Zamawiajgcy wymaga zintegrowania posiadanego systemu EDR z oferowanym
systemem SOAR

5 Wymagania do systemu SOAR

Oferent zobowigzany jest posiadaé w swoim centrum operacyjnym system klasy
SOAR umozliwiajgcy automatyzacje obstugi i analizy incydentow Zamawiajgcego
System SOAR musi spetni¢ ponizsze wymagania
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5.1

5.2

5.3
5.4

5.5

5.6

5.7

5.8

5.9

5.10

5.11

5.12

5.13

musi byC¢ zainstalowany w licencji multi-tenant z separacjg danych dla
poszczegolnych tenantow (klientow).

musi posiadac elastyczng mozliwos¢ integracji z systemami Zamawiajgcego, za
pomocg dostepnych protokotow, nie mniej niz: API, SSH, Syslog, TAXIIl, SMTP,
SOAP, IMAP, bazy danych, pliki w formatach XML, HTML i JSON, SMB, LDAP,
SSL. Dla kazdego integrowanego producenta MUSZA byc¢ dostepne akcje
charakterystyczne dla danego rozwigzania. MUSI by¢é mozliwo$¢ instalacji tylko
niezbednych do dziatania wtyczek/konektoréw.

musi mie¢ mozliwos¢ definiowania SLA na poziomie obstugiwanych incydentéw

musi posiada¢ mozliwos¢ integracji z dostarczonym systemem SIEM, EDR, XDR
w zakresie przekazywania informacji o incydentach oraz natywnie wspierac
integracje z urzgdzeniami uzytkowanych przez Zamawiajgcego.

musi posiadac¢ logi audytowe, ktére dostarczg informacji o aktywnosci w systemie
SOAR, wigczajgc informacje o uruchomionych playbookach na poszczegdlnych
urzgdzeniach Zamawiajgcego. Informacje zawarte w tych logach, powinny
zawiera¢ dane kto i kiedy uruchomit dany playbook oraz jakie akcje zostaty
wykonane w ramach tego playbooka.

musi mie¢ mozliwos¢ definiowania cyklicznego generowania raportow z
obstuzonych incydentéw.

Wbudowane funkcje wspotpracy, takie jak War Room dla kazdego incydentu,
Scista integracja z narzedziami do zarzgdzania sprawami/ ticketami,

musi umozliwiaC zdalne uruchamianie Playbook-6w i kolekcje danych z
infrastruktury Zamawiajgcego za posrednictwem agenta lub agentéw systemu
SOAR, zainstalowanych w tejze infrastrukturze.

Mozliwos¢ limitowania ilosci pobieranych incydentéw z systemow klienckich tj:
SIEM, EDR etc.

Rozwigzanie musi umozliwiaé tworzenie wiasnych mappingéw w zaleznosci od
zrédta i typu incydentu.

Musi posiada¢ szeroki zakres mozliwych konfiguracji, minimum 150 wspieranych
wtyczek/konektoréw, mozliwos¢ ich modyfikacji lub napisanie wtasnych wtyczek
(w jezyku python, dopuszcza sie narzedzie powershell).

Produkt musi umozliwia¢ réwnoczesng prace co najmniej 10 operatoréw oraz
oferowac nieograniczone mozliwosci w zakresie ilosci dostepnych scenariuszy,
ktore nie mogag wptywac na poziom licencjonowania.

Dostarczone rozwigzanie nie moze dziata¢ w oparciu o oprogramowanie otwarte
(ang: open source) w nastepujgcym zakresie funkcjonalnym: mechanizmy
reakcji, scenariusze reakcji. Zamawiajgcy nie zaakceptuje systemu, ktéry
wykorzystuje mechanizmy typu open source np.: The Hive, itp. lub zostat
stworzony przez modyfikacje oprogramowania otwartego.
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6 Wymagania na wdrozenie ustugi:

6.1 Zamawiajgcy nie dopuszcza Swiadczenia ustugi monitoringu i zarzgdzania

incydentami na rozwigzaniu typu open source.

6.2 System SIEM i SOAR musi natywnie wspiera¢ urzgdzenia sieciowe znajdujgce

sie w infrastrukturze Zamawiajgcego.

6.3 Kwalifikacje oraz wielkos¢ zespotu wdrozeniowego:

6.3.1

6.3.2

6.3.3

6.3.4

6.3.5

6.3.6

6.3.7

6.3.8

Oferent dysponuje zespotem inzynierow/wdrozeniowcéw na potrzeby
specjalistycznego wsparcia inzynierskiego w wyprowadzaniu incydentu —
minimum do 6 godzin miesiecznie (w tym nie wiecej 3 godziny on-site)

Oferent dysponuje co najmniej 2 osobami posiadajgcymi certyfikat Blue Team
min. Level 1

Oferent dysponuje co najmniej 2 osobami posiadajgcymi certyfikat audytora
wiodgcego ISO 27001 (lub réwnowazny)

Oferent dysponuje co najmniej 2 osobami posiadajgcymi certyfikat audytora
wewnetrznego systemu zarzgdzania ciggtoscig dziatania wg PN-EN ISO 22301

Oferent dysponuje co najmniej 2 osobami posiadajgcymi certyfikat
potwierdzajgcy kompetencje w obstudze i utrzymaniu systemu SIEM i SOAR

Oferent dysponuje co najmniej 2 specjalistami z zakresu rozwigzan sieciowych,
rozwigzan macierzowych, rozwigzan kopii zapasowych, wizualizacji oraz
rozwigzan klasy EDR

Oferent dysponuje min. 6 osobami (zatrudnionymi na podstawie umowy o
prace) skierowanymi przez Wykonawce do realizacji zamdwienia
posiadajgcymi kwalifikacje zawodowe ktérych mowa w par. 1 ust. 1 pkt 4
rozporzgdzenia Ministra Cyfryzacji z dnia 4 grudnia 2019r. w sprawie
warunkdéw organizacyjnych i technicznych dla podmiotéw swiadczgcych ustugi
z zakresu cyberbezpieczenstwa oraz wewnetrznych struktur organizacyjnych
operatoréw ustug kluczowych odpowiedzialnych za cyberbezpieczenstwo

Oferent potwierdzi doswiadczenie i kompetencje wskazanych wyzej osob
odpowiednimi certyfikatami. Zamawiajgcy dopuszcza mozliwosé tgczenia
specjalnosci z poszczegolnych zakresow.

6.4 Wykonawca zobowigzany jest do Przygotowania zestawu zadah wymaganych

do uruchomienia ustugi Centrum Monitorowania Bezpieczenstwa:

a) Harmonogram wdrozenia ustugi Security Operation Center;

b) Przygotowania i wdrozenia do 10 scenariuszy uzycia/regut
korelacyjnych  dla  zidentyfikowanych  podczas analizy
przedwdrozeniowej

c) Przygotowania i wdrozenia do 5 scenariuszy reagowania
(Playbookdw) na incydenty bezpieczenstwa wykryte na podstawie
zaproponowanych scenariuszy uzycia/regut korelacyjnych.
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